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critically, few parameters
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for inferring key quantities of 
interest

Numerical optimization of the parameters

What were your optimal values of � and �?
Now use the ODE solver to solve the SIR system with the optimal
parameter values. Plot the results.
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Sensitivity analysis: 
deterministic epidemic models

So far, have dealt with reasonably 
simple models

Few state variables and, critically, 
few parameters

Resorted to simple(ish) methods for 
inferring key quantities of interest

Complex models have many 
parameters about which we have 
little information



Motivation
In 2000, ~30% of gay men in San Francisco were 
infected with HIV, 50% of whom were taking 
combination antiretroviral therapy (ART)

ART effective at reducing AIDS death rate in San 
Francisco, but does not completely eliminate infectivity

unclear whether net effect of increased distribution 
of ART would be to increase or decrease incidence of 
HIV

Blower et al. introduced following model (Blower, S.M., 
et al. 2000. A tale of two futres: HIV and antiretroviral 
therapy in San Francisco.Science 287:650-654.)

Blower et al. (2000) model
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1 A model for the transmission of HIV among homosexual men

In 2000, approximately 30% of gay men in San Francisco were infected with HIV, 50% of which were
taking combination antiretroviral therapy (ART). ART was e↵ective at reducing the AIDS death rate
in San Francisco, but because ART does not completely eliminate infectivity, it was unclear whether
the net e↵ect of increased distribution of ART would be to increase or decrease the incidence of HIV.
To study the e↵ects of possible increased ART distribution, including the e↵ect of emerging resistance,
Blower et al. introduced the following model (Blower, S.M., et al. 2000. A tale of two futres: HIV and
antiretroviral therapy in San Francisco.Science 287:650-654.):

This model has compartments for susceptible individuals (X), untreated individuals infected with either
drug-sensitive (Y U

S ) or drug-resistant strains (Y U
R ), and ART-treated individuals infected with either

drug-sensitive (Y T
S ) or drug-resistant strains (Y T

R ). The parameter’s subscript specifies whether the
infection is drug-sensitive (S) or drug-resistant (R). The superscript identifies whether the individuals

1

X -- susceptible
YRU -- untreated, 
infected with drug-
resistant strain etc



Lots of model 
parameters

π -- rate at which gay men join sexually active community 

1/μ -- average time during which new partners are acquired

c -- average number of new sex partners per year

p -- probability of a drug-resistant case (relative to a drug-sensitive case) transmitting 
drug-sensitive viruses 

1/q -- average time for an untreated drug-resistant infection to revert to a drug-sensitive 
infection 

σ -- per capita effective treatment rate

e -- relative efficacy of ART in treating drug-resistant infections 

r -- rate of emergence of resistance due to acquired resistance

g -- proportion of cases that give up ART per year 

ν -- average disease progression rate

Model predictions
+ new.infections.no.art <- sum(diff(out$Y))

+

+ infections.prevented.baseline <- c(infections.prevented.baseline, new.infections.no.art-new.infections.art)

+ }

> plot(seq(0,0.98,by=0.02), infections.prevented.baseline, type= l , lwd=3, ylim=c(-200,20000),

+ xlab= Fraction of cases treated ,

+ ylab= Infections prevented )
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It appears that ART could prevent as many as 15,000 cases over 20 years. But, how reliable is this
estimate? After all, there are twenty parameters in the model and none of these are known exactly. We
can answer this question using latin hypercube sampling. The first step is to generate a matrix of sample
points in the 18-dimensional unit cube (i.e., all parameters but FS and FR. In R, this is performed with
the following lines.
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•ART could prevent ~15,000 
cases of 20 years

•How reliable is this?
•Model has 20 parameters
•Few (if any) known exactly



Sensitivity analysis: 
deterministic epidemic models
To know robustness of model predictions, require a way 
of exploring output of a family of parameterized models

If number of unknown parameters is bigger than, say, 2 
then systematic grid search would be computationally 
intractable

Qualitatively investigate variability in model output that 
is generated from uncertainty in parameter inputs

Perform multiple model evaluations using randomly 
chosen values for parameters

Monte Carlo analysis
Assume parameters described by specific distribution 
and split parameter space into equal width intervals

Then choose one from each interval
Uncertainty Analysis

Probability Distributions

0 < � < 1 normal distribution

1
7 < � < 1 uniform distribution

0  µ  1
2 beta distribution
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0 < β < 10       Normal distribution
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1/7 < γ < 1      Uniform distribution

Uncertainty Analysis
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0 < μ < 1/2      Beta distribution



Monte Carlo analysis
Using parameter combinations determined by 
Monte Carlo simulation, examine scatter plots 
of output against each parameter

Uncertainty Analysis

Scatter Plots

Using parameter values determined by a Monte Carlo simulation, examine
the scatter plot of a parameter against one of the output values looking
for trends such as linearity, monotonicity, and correlations between model
inputs and model outputs.

In[171]:= Clear#"Global`"'
betamatrix  ��0.0736289, 0.432206, 0.502197, 0.528732, 0.969379��;
gammamatrix  ��0.209224, 0.463106, 0.510375, 0.8108, 0.878606��;
mumatrix  ��0.0331286, 0.072964, 0.129733, 0.177241, 0.359403��;
d  1; outputmatrix  ConstantArray#0, �5^3, 7�';

In[176]:= Do#�beta  betamatrix##1, a'', gamma  gammamatrix##1, b'',
mu  mumatrix##1, c'', SIR  NDSolve#�s'#t' m mu+10/ � betas#t'i#t' � mus#t',

i'#t' m beta s#t'i#t' � gammai#t' � mui#t',
r'#t' m gamma i#t' � mu r#t', s#0' m 9, i#0' m 1, r#0' m 0�, �s, i, r�, �t, 0, 10 000�',

outputmatrix##d, 1''  beta, outputmatrix##d, 2''  gamma,
outputmatrix##d, 3''  mu, outputmatrix##d, 4''  Evaluate#s#10000' s. SIR'##1'',
outputmatrix##d, 5''  Evaluate#i#10 000' s. SIR'##1'',
outputmatrix##d, 6''  Evaluate#r#10 000' s. SIR'##1'',
outputmatrix##d, 7''  +beta/s+gamma � mu/, d  d � 1�,�a, 1, 5�, �b, 1, 5�, �c, 1, 5�'; outputmatrix;

In[177]:= ListPlot#Table#�outputmatrix##n, 1'', outputmatrix##n, 4''�, �n, 1, 5^3�',
AxesLabel � �Beta, Susceptibles�, PlotStyle � �PointSize#Medium'�, LabelStyle � FontSize � 16'

ListPlot#Table#�outputmatrix##n, 3'', outputmatrix##n, 5''�, �n, 1, 5^3�',
AxesLabel � �Mu, Infected�, PlotStyle � �PointSize#Medium'�, LabelStyle � FontSize � 16'
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In[171]:= Clear#"Global`"'
betamatrix  ��0.0736289, 0.432206, 0.502197, 0.528732, 0.969379��;
gammamatrix  ��0.209224, 0.463106, 0.510375, 0.8108, 0.878606��;
mumatrix  ��0.0331286, 0.072964, 0.129733, 0.177241, 0.359403��;
d  1; outputmatrix  ConstantArray#0, �5^3, 7�';

In[176]:= Do#�beta  betamatrix##1, a'', gamma  gammamatrix##1, b'',
mu  mumatrix##1, c'', SIR  NDSolve#�s'#t' m mu+10/ � betas#t'i#t' � mus#t',

i'#t' m beta s#t'i#t' � gammai#t' � mui#t',
r'#t' m gamma i#t' � mu r#t', s#0' m 9, i#0' m 1, r#0' m 0�, �s, i, r�, �t, 0, 10 000�',

outputmatrix##d, 1''  beta, outputmatrix##d, 2''  gamma,
outputmatrix##d, 3''  mu, outputmatrix##d, 4''  Evaluate#s#10000' s. SIR'##1'',
outputmatrix##d, 5''  Evaluate#i#10 000' s. SIR'##1'',
outputmatrix##d, 6''  Evaluate#r#10 000' s. SIR'##1'',
outputmatrix##d, 7''  +beta/s+gamma � mu/, d  d � 1�,�a, 1, 5�, �b, 1, 5�, �c, 1, 5�'; outputmatrix;

In[177]:= ListPlot#Table#�outputmatrix##n, 1'', outputmatrix##n, 4''�, �n, 1, 5^3�',
AxesLabel � �Beta, Susceptibles�, PlotStyle � �PointSize#Medium'�, LabelStyle � FontSize � 16'

ListPlot#Table#�outputmatrix##n, 3'', outputmatrix##n, 5''�, �n, 1, 5^3�',
AxesLabel � �Mu, Infected�, PlotStyle � �PointSize#Medium'�, LabelStyle � FontSize � 16'
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Problem: for SIR model, if we choose 5 random 
values for each parameter, need to perform 53 
computations

β μ

Assume 2 unknown 
parameters

A

A

B

B

In random sampling, new sample points are 
generated without taking into account previously 
generated sample points

eg, for i=1:10 
A(i) = rand*(Amax - Amin) + Amin;
B(i) = rand*(Bmax - Bmin) + Bmin;
end

In Latin Hypercube sampling one must first decide 
how many sample points to use and for each 
sample point remember in which row and column 
sample point was taken

Programs available for use in R & Matlab



LHS

Overview

Latin hypercube sampling in R (3-D)

> require(scatterplot3d)

> x <- runif(50)

> y <- runif(50)

> z <- runif(50)

> h <- 50

> lhs <- maximinLHS(h, 3)

> par(mfrow = c(1, 2))

> scatterplot3d(x, y, z, type = "p", main = "Random Uniform", xlab = "",

+ ylab = "", zlab = "")

> scatterplot3d(lhs, type = "p", main = "LH Sampling", xlab = "",

+ ylab = "", zlab = "")

Random Uniform

0.00.20.40.60.81.00.
0
0.
2
0.
4
0.
6
0.
8
1.
0

0.00.2
0.40.6

0.81.0

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●●

●

●
●●

●●

●

●

●

●

●

●●

●●
●

●

●
●

●

●

●

●●

● ●

●

●

LH Sampling

0.00.20.40.60.81.00.
0
0.
2
0.
4
0.
6
0.
8
1.
0

0.00.2
0.40.6

0.81.0

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●
●

●
●

●

●

●

●

●● ●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

John M. Drake & Pejman Rohani Sensitivity Analysis of Deterministic Epidemic Models

Overview
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Typically, LHS random numbers in unit interval (0,1)
Need to ‘stretch’: A = LHS_rand*(Amax-Amin)+Amin

Results of LHS
Specified ranges of 18 parameters

+ }

> names(data) <- c(names(params), Infections.Prevented )

What do the results look like? We can plot each simulated value as a point and compare this with our
baseline estimate.

> plot(seq(0,0.98,by=0.02), infections.prevented.baseline, type= l , lwd=3, ylim=c(-200,20000),

+ xlab= Fraction of cases treated ,

+ ylab= Infections prevented )

> points(data$FS, data$Infections.Prevented, pch=19, cex=0.3, col= blue )
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This is somewhat di�cult to interpret, however, so we will summarize these points with a box-and-
whisker plot.
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Box-Whisker plot> boxplot(data$Infections.Prevented~data$FS, ylim=c(-200,20000), border= blue )

> par(new=TRUE)

> plot(seq(0,0.98,by=0.02), infections.prevented.baseline, type= l , lwd=3, ylim=c(-200,20000), xlab= , ylab= Infections prevented , axes=FALSE)
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Evidently, our best guesses at parameter values are somewhat optimistic. At least ART is not found to
be counter-productive in this respect – an open question at the time this study was conducted.

Exercise 1. In R, the function cormay be used to calculate the correlation between two sets of numbers.
Write a script to determine which variable is most highly correlated with infections prevented.

Exercise 2. Having determined which variable total infections prevented is most sensitive to, re-visit
the range of values that was considered for this parameter. Choose an alternative lower or upper bound
and re-run the latin hypercube analysis. Does this change the result very much? What parameter would
you recommend to be most important for further research?
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At least ART is not found to 
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Can explore correlation between vectors of 
parameters studied and outcome of interest (in 
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Can further use partial rank 
correlation to establish 
sensitivity of conclusions to 
specific parameters
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Which parameters 
important?

BUT, linear correlation ignores fact that model 
output for each value of a parameter simultaneously 
includes changes in other parameters 

Can use partial rank 
correlation to establish 

sensitivity of conclusions to 
specific parameters

Significant

Not significant

Summary
Important to distinguish between two sources of 
error in model predictions

I.  Variability: arises from stochasticity in process 
and measurement

solution is to explore many model realizations

II. Uncertainty:  results from absence of 
information on parameters/processes

solution is (efficient) sensitivity analysis


